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Abstract

The ability to accurately predict droplet entrainment in annular two-phase flow is required to effectively calculate the interfacial

mass, momentum, and energy transfer, which characterizes nuclear reactor safety, system design, analysis, and performance. Most

annular flow entrainment models in the open literature are formulated in terms of dimensionless groups, which do not directly

account for interfacial instabilities. However, many researchers agree that there is a clear presence of interfacial instability phe-

nomena having a direct impact on droplet entrainment. The present study proposes a model for droplet entrainment, based on the

underlying physics of droplet entrainment from upward co-current annular film flow that is characteristic to light water reactor

safety analysis. The model is developed based on a force balance and stability analysis that can be implemented into a transient

three-field (continuous liquid, droplet, and vapor) two-phase heat transfer and fluid flow systems analysis computer code.

� 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction

An understanding of the physical phenomena leading

to the entrainment of liquid droplets by a gas flow is of

considerable practical importance for the effective

modeling of heat and mass transfer processes in two-
phase systems (Ishii and Grolmes, 1975). The mecha-

nisms of interfacial mass, momentum, and energy

transfer between phases are significantly altered by the

entrainment of liquid. The entrainment of liquid can

occur under reactor safety analysis considerations due to

two distinctly different situations in upward co-current

two-phase vertical flow. Droplet entrainment can result

from situations in which a gas is flowing over a liquid
film such as in annular film flow. A schematic repre-

sentation of the entrained liquid flow from annular film

flow is given in Fig. 1. A second means for droplet en-

trainment occurs at a quench front or within a froth

region when vapor bubbles up through a pool, and/or

vapor is being generated due to the quenching phe-

nomenon. The present study focuses on the first situa-

tion examined which is the droplet entrainment from an

annular film.

The ability to predict droplet entrainment in these

distinct situations is required to calculate the mass,

momentum, and energy transfer in two-phase flow un-
der transient conditions for reactor safety analysis. For

example, the critical heat flux (CHF) and post-critical

heat flux (post-CHF) in light-water cooled reactors as

well as the effectiveness of emergency core cooling sys-

tems in water reactors are all significantly affected by the

entrainment of liquid droplets in the vapor core flow

(Ishii and Grolmes, 1975).

In the case of a transient thermal hydraulic systems
analysis computer code utilized for nuclear reactor

safety calculations, there is a need to accurately calculate

droplet entrainment for the geometrical configuration

that is modeled with a thermal hydraulic node scheme.

Additionally, since many two-phase flow processes are

time-varying in nature, there is a necessity to develop a

droplet entrainment model that is based on fundamental

physics and has the requisite flexibility to be used in
transient system calculations.

In modeling droplet entrainment in annular film

flow, many of the macroscopic-parameter based models
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currently available in the open literature are not de-

veloped to predict the droplet entrainment rate, but

rather an equilibrium entrained droplet fraction. As a

result, these models are of limited use in a computer

code calculation that is performed to model transient

and/or developing fluid flow and heat transfer.

This work presents the development and evaluation

of a physical model for droplet entrainment in an up-
ward co-current annular two-phase flow. The model

that is proposed has the physical representation of the

entrainment phenomena as is currently understood. The

methodology for modeling droplet entrainment in an-

nular two-phase flow that is proposed can also serve as

the basis for the future development of a more physi-

Nomenclature

a amplitude of the sine wave
~aa height of the wave crest that is sheared off
b the distance from the y-axis to the point of

the sine wave at height a� ~aa
Acv the interfacial area in the control volume

Aentr;w frontal area of wave crest

Ar area on which the surface tension force acts

c wave velocity

CD drag coefficient

Cw dimensionless parameter (Ishii and Grolmes,
1975)

DH hydraulic diameter

fil interfacial friction factor based on liquid flow

rate

fig interfacial film friction factor based on gas

flow rate

g gravitational acceleration

Gg vapor mass flux
Ge entrained mass flux

k wave number

K curvature

m film thickness

Nw;cv number of waves in the control volume

Nil normal stress exerted by the liquid phase on

the interface

NiG normal stress exerted by the gas core phase
on the interface

Nl viscosity number

P pressure

Ref Reynolds number (based on liquid film flow

rate),

Reg Reynolds number (based on vapor flow rate)

Regc Reynolds number (based on gas core mixture

flow rate)

SE droplet entrainment flux (mass flow rate per

unit interfacial area, kg/m2s)
�uuG mean gas velocity
�uugc average velocity of the gas core
�uuL mean film velocity

Ventr;w the volume of liquid entrained from a wave

crest

Pw wetted perimeter

Vgc;sup superficial gas core mixture velocity

vf film velocity
wg vapor mass flow rate

we entrained droplet mass flow rate

Greeks

al volume fraction occupied by continuous liq-

uid

ae volume fraction occupied by entrained liquid
av void fraction

k wavelength

l dynamic viscosity

m kinematic viscosity

q density

r surface tension

sw;cv period of the entrainment phenomena in the

control volume
si interfacial shear stress

v curvature

Subscripts

bl boundary layer

c critical (wavelength)
f fluid

g vapor

gc gas core mixture

Fig. 1. Schematic representation of co-current annular two-phase flow.
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cally based entrainment model characterizing the

quench front/froth region during the reflood phase of a

postulated nuclear reactor accident.

2. Current approach in entrainment modeling

Most annular flow entrainment models in the

open literature are strongly dependent on dimensionless

groups, and have a limited dependency on the physical

processes of entrainment. Many researchers agree that

there is a clear presence of interfacial instability phe-
nomena affecting annular entrainment, though most

available models do not directly account for this effect

(Lopez de Bertodano et al., 2001; Miesen, 1994). Due to

the complex nature of the annular entrainment phe-

nomenon, it has been more convenient and computa-

tionally efficient to model the droplet entrainment rate

utilizing dimensionless groups such as the Reynolds

number and Weber number rather than a physically
based model. Reasonable results have been obtained

over a limited range of conditions and fluids using such

methods, but there is limited applicability over a wide

range of conditions due to the empirical nature of the

available models. Also, many of the current annular

flow entrainment models simply calculate the equilib-

rium entrainment within the flow, which is of limited use

in a transient two-phase flow computer code since the
flow many not be in mechanical and/or thermal equi-

librium. Many of the available entrainment models,

such as the model currently employed in COBRA-TF

(Thurgood et al., 1983), utilize an interfacial drag term

that is calculated based on steady-state air–water data.

Though this model can reasonably predict the droplet

entrainment rate over a limited range of conditions, it

can also predict the entrainment for the wrong reason in
a steam–water nuclear reactor environment. The use of

an air–water interfacial drag model can significantly

over-predict the drag in a steam–water environment as

indicated by Hossfeld et al. (1982).

3. Development of an upward co-current annular flow

droplet entrainment model

Using high-speed cinematography, Woodmansee and

Hanratty (1969) observed that the primary means of

droplet entrainment from a liquid film occurs by the

rapid acceleration, lifting, and subsequent shattering of

ripples present in the liquid roll wave structure. The

lifetime of these ripples was observed to be short com-

pared to that of the roll wave, indicating that many such
ripples cause the droplet entrainment through the life of

the roll wave, meaning that the roll wave structure has

less effect on entrainment than the rapid lifting and

shattering of the ripples present on the roll wave. From

these visual observations, Woodmansee and Hanratty

(1969) postulated that droplet entrainment in annular

film flow primarily results from a Kelvin–Helmholtz

instability where the destabilizing force is the pressure

variation caused by the compression of the gas stream-

lines at the crests of the wavelets. Therefore, in the de-
velopment of a physical model for droplet entrainment

in annular two-phase flow, the Kelvin–Helmholtz in-

stability should be used as an underlying basis.

By performing a control volume analysis on a par-

ticular axial height, dz, of a region which represents the

distribution of ripples contributing to entrainment

(sketched in Fig. 2), a general expression can be formed

for the droplet entrainment rate. The droplet entrain-
ment rate is a function of the volume of liquid swept off

of each wave, the wavelength, the number of waves in

the control volume, and the velocity at which the waves

travel through the control volume. This general ex-

pression is given as:

SE ¼ Ventr;wqfNw;cv

Acvsw;cv
ð1Þ

For the relationship given above, SE is the droplet en-

trainment flux (entrainment rate per unit interfacial

area, kg/m2s), Ventr;w the volume of liquid entrained from

a wave crest, qf is the liquid density, Nw;cv the number of

waves in the control volume, Acv the interfacial area in

the control volume, and sw;cv the period of the entrain-
ment phenomena in the control volume.

Using Eq. (1) as the basis for entrainment rate within

a control volume, the following discussions develop the

derivations and assumptions for the specific terms given

in Eq. (1).

Since the underlying physical behavior for the droplet

entrainment phenomenon in annular film flow is be-

lieved to be the Kelvin–Helmholtz instability as
observed by Woodmansee and Hanratty (1969), a dis-

cussion and derivation of the criterion for interfacial

stability is appropriate at this point. The scenario of

interfacial stability for vertical upward co-current flow

Fig. 2. Entrainment control volume and postulated pattern of wavelet

distribution.

M.J. Holowach et al. / Int. J. Heat and Fluid Flow 23 (2002) 807–822 809



of a gas and liquid phase is discussed in detail by Hewitt

and Hall-Taylor (1970) and Holowach (2002).

Consider the case in which the flow of two inviscid

fluids of different densities (such as a gas and a liquid)

separated by a vertical interface on which waves of

wavelength, k, are moving with a velocity, c. This sce-

nario, which is quite similar to that of vertical annular

two-phase flow is schematically detailed in Fig. 3. He-
witt and Hall-Taylor (1970) approached this scenario by

simplifying the problem by considering the action of the

two phases separately with the forces exerted by the gas

phase on the wavy boundary being first evaluated and

then the subsequent effects on the liquid phase being

assessed.

Fig. 3 displays the streamlines of the flow for a mean

gas velocity of �uuG and a mean film velocity of �uuL. In
viewing Fig. 3, one should note that the amount of

distortion of the streamlines decreases as distance from

the interface increases. Hewitt and Hall-Taylor (1970)

explained that as the gas flows around the liquid wave,

centrifugal forces are set up, and these must be balanced
by a pressure gradient in the direction normal to the

streamline as seen in Fig. 4.

3.1. Interfacial stability calculation

In this calculation, an expression is arrived to deter-

mine the critical wavelength at which the interface be-

comes unstable for a given set of fluid conditions. In
order to arrive at this critical wavelength, the stability of

the interface between the gas and the liquid is analyzed

on the basis of a small perturbation assuming that the

interface slope (represented in Fig. 3) is small. Subse-

quently, the equations of fluid motion can be linearized

so as to provide a simplified solution that can be applied

to the analysis of the entrainment phenomenon. The

calculation presented by Hewitt and Hall-Taylor (1970)
is used as a basis for this analysis, but has been modified

to account for a homogeneous gas and droplet mixture

in the gas core, and to additionally account for film

thickness effects in more detail. The rigorous develop-

ment of the stability analysis is presented in the disser-

tation of Holowach (2002), with the end results

discussed in this work.

Considering the waves generated in annular two-
phase flow that cause droplet entrainment, for positive

values of the imaginary component of the wave velocity,

the wave amplitude will increase exponentially with

time. For negative values of the imaginary component

of the wave velocity, the wave amplitude will decrease

exponentially with time. When the imaginary compo-

nent of the wave velocity is equal to zero, the wave

amplitude will remain constant.
Therefore, the problem of interfacial stability, which

is associated with droplet entrainment, can be related to

the specific fluid flow parameters that cause the imagi-

nary component of the wave velocity to be greater than

zero. The determination of the parameters which char-

acterize the limiting stable wave will allow for the de-

velopment of a physical entrainment model based on

a limiting set of geometric conditions.
In this analysis, the flow is considered to be axisym-

metric, and the behavior of the gas and liquid phases is

analyzed separately. The gas phase is considered to

consist of both entrained droplets and vapor moving in

the ‘‘core’’ of the annular flow.

Additionally, in this stability analysis, the derivations

assume inviscid core and film flow. Though most of the

annular film entrainment scenarios of concern in reactor
safety analysis can exhibit both turbulent film and/or

vapor core flow, the inviscid solution of the stability

problem is presented in this section to provide a basis

for the understanding of the instability phenomenon

Fig. 3. Streamlines in two-phase flow with a wavy interface (Hewitt

and Hall-Taylor, 1970).

Fig. 4. Pressure gradient normal to a wavy interface (Hewitt and Hall-

Taylor, 1970).
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and estimation of an appropriate length scale for the

wavelets which contribute to the droplet entrainment.

With this basis, an extension can be made to apply this

stability analysis to conditions of turbulent core and film
flow based on the success of similar stability analyses in

their application and modeling of turbulent two-phase

flow related phenomena such as the classical Zuber pool

boiling model which is based on a similar hydrodynamic

instability (Zuber et al., 1961).

3.1.1. Gas core analysis

The density and the velocity of the gas core must be
defined for the purposes of this analysis. Parameters

used to calculate the gas core properties have been se-

lected that are readily available, and calculated in two-

phase fluid flow and heat transfer computer codes such

as densities, flow rates, and volume fractions. The gas

core density and average velocity are arrived at using a

homogeneous flow assumption.

The density of the gas core, qgc, is defined in terms of
the void fraction, av, and the volume fraction occupied

by entrained liquid, ae:

qgc ¼ qg

av

ae þ av

þ qf

ae

ae þ av

ð2Þ

The average velocity of the gas core, �uugc, is defined in

terms of the vapor and entrained liquid flow rates (wg

and we, respectively), the gas core density, the void

fraction, volume fraction occupied by entrained liquid,

and the channel diameter:

�uugc ¼
wg þ we

p d2
4
ðae þ avÞqgc

ð3Þ

Utilizing the assumed properties of the gas core, the
analysis of the gas core follows the conventional Kelvin–

Helmholtz perturbation analysis presented by Hewitt

and Hall-Taylor (1970), such that the normal stress ex-

erted by the gas core phase on the interface in an infinite

gas medium can be expressed as:

NiG ¼ N iG � km̂mqgcð�uugc � cÞ2eikz ð4Þ

3.1.2. Liquid film analysis

A similar perturbation analysis was used to arrive at

an expression for the normal stress at the interface due

to the liquid film (Holowach, 2002). But, in this partic-

ular case, a shallow film correction was employed in this

derivation, deviating from the assumptions of Hewitt

and Hall-Taylor (1970). Employing the shallow film

correction for the wavelength determination results in

�20–30% difference in the wavelength calculation as
compared to the case where the correction is not used

for typical steam–water annular flows.

Similar to the end result of the gas core stability

analysis, an expression was arrived at for the normal

stress exerted by the liquid phase on the interface in

terms of the film thickness, liquid density, film velocity,

wave number, and wave velocity:

Nil ¼ N il þ qlm̂mð�uul � cÞ2 cosh½k �mm� � 1

sinh½k �mm� eikz ð5Þ

For cases where the wavelength is considerably greater

than the film thickness, Eq. (5) could be further sim-

plified by eliminating the hyperbolic terms. In Hewitt
and Hall-Taylor’s (1970) interfacial stability calculation,

these terms are eliminated. But, this is contrary to the

observations of Woodmansee and Hanratty (1969) and

Cohen and Hanratty (1965), where it appears that the

primary means of droplet entrainment in annular two-

phase flow is driven by waves that have a wavelength on

the order of magnitude of the film thickness. Therefore,

when considering the short wavelengths that are char-
acteristic of the observations in annular film flow en-

trainment, the hyperbolic terms cannot be neglected.

3.1.3. Analysis of the combined effects of the gas core and

the liquid film

The stability conditions for inviscid annular two-

phase flow can now be found by relating the normal

stresses across the interface. A diagram of the normal
stresses at the interface, and the requisite coordinate

systems used to conduct the separate liquid film and gas

core analyses is given in Fig. 5. Accounting for the dif-

ferent coordinate systems (r ¼ 0 at the gas core center-

line for the gas core analysis, and y ¼ 0 at the wall for

Fig. 5. Stresses and coordinate systems for the interfacial stability

calculation.
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the liquid film analysis), a balance of the gas normal

stress, liquid normal stress, and surface tension force is

given as:

Nil � Nig ¼ rv ð6Þ
where v is the curvature of the interface that is expressed

as:

v ¼ k2m̂meikz ð7Þ
By substituting Eqs. (4), (5) and (7) into Eq. (6); and by

canceling the exponential and perturbed film thickness

terms, combining the wave number terms, and canceling

the average normal stress exerted by the gas and liquid

phases at the interface, the following characteristic

equation for wave motion is arrived at:

qlð�uul � cÞ2 cosh½k �mm� � 1

sinh½k �mm� þ qgcð�uugc � cÞ2 ¼ rk ð8Þ

It must be noted that Eq. (8) is valid for the physical

constraint for upward, co-current annular flow where
�uugc > �uul. The quadratic equation, above, can be solved
for the real and imaginary parts of the wave velocity as

given by:

cR ¼
ððcosh½k �mm� � 1Þ= sinh½k �mm�Þql�uul þ qgc�uugc
ððcosh½k �mm� � 1Þ= sinh½k �mm�Þql þ qgc

ð9Þ

cI ¼ 	
"
� cosh½k �mm� � 1

sinh½k �mm� qlqgcð�uugc � �uulÞ2

þ rk
cosh½k �mm� � 1

sinh½k �mm� ql

 
þ qgc

!#1=2


 cosh½k �mm� � 1

sinh½k �mm� ql

 
þ qgc

!�1

ð10Þ

Assuming no imaginary components to the wave ve-

locity for a stable wave, the critical wavelength, kc, for

the condition of neutral stability (cI ¼ 0), is subse-

quently solved for by setting the numerator of the above

equation to zero. Substituting the wave number, k,

which is equal to k ¼ 2p=kc into the numerator of the

imaginary wave velocity, a stability condition is arrived

at that can be solved iteratively for the critical wave-
length:

�
cosh 2p

kc
�mm

h i
� 1

� �
sinh 2p

kc
�mm

h i qlqgcð�uugc � �uulÞ2

þ r
2p
kc

cosh 2p
kc
�mm

h i
� 1

sinh 2p
kc
�mm

h i ql

0
@ þ qgc

1
A ¼ 0 ð11Þ

The critical wavelength is not readily solved for explic-

itly since it appears in several terms in the above equa-

tion, but can be solved for utilizing a numerical method.

With the critical wavelength, the wave number (k) can

be calculated to determine the real wave velocity, CR,

from Eq. (9), which was developed in the perturbation

analysis.

3.2. Wave crest force balance

Utilizing the methodology of an inviscid pressure

stress analysis, developed in the previous section from

that of Hewitt and Hall-Taylor (1970), normal to the

axis of the flow, a critical wavelength can be calculated

when the wave becomes unstable for a given set of fluid

conditions. With this critical wavelength, a wave ge-
ometry can subsequently be characterized for a force

balance on the wave crest, along the axis of the flow.

The force balance on a wave crest must also consider

viscous effects in order to perform the detailed analysis

needed to determine the maximum volume of liquid that

can be entrained.

A three-dimensional sine wave geometry is assumed

as it provides a more simplified means of quantification,
and allows for flexibility for future model enhancement

and analysis. In reality, the wave geometry differs from

that of the sine wave by having a more truncated geo-

metry on one end, but the sine wave is a reasonable

estimate for the force balance and entrainment model

development since as the wave crest and a droplet forms,

the specific geometrical region approaches that of a sine

wave more than something like a ring wave. The sine
wave geometry is consistent with the interfacial insta-

bility calculation presented in the previous section. A

three-dimensional sketch of the wave geometry to be

considered for this analysis is presented in Fig. 6.

Previous modeling efforts by Ishii and Grolmes (1975)

have also employed a force balance on a wave crest to

determine the criteria for the inception of droplet en-

trainment. The wave crest force balance technique has
also been used by Kataoka et al. (1983) to develop a

correlation for the droplet size distribution in co-current

Fig. 6. Three-dimensional sine wave for co-current annular film flow

entrainment modeling.
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annular two-phase flow. An illustration of the force

balance technique along the axis of the flow on a dis-

torted wave crest used by both Ishii and Grolmes (1975)

and Kataoka et al. (1983), is given in Fig. 7. As can be

seen in the figure, previous analyses have considered the

drag force imparted by the gas flow, and the surface
tension force that resists the deformation as part of the

development of droplet entrainment models. The drag

force, or interfacial shear, on the wave is due to the gas

velocity being greater than the liquid film velocity in co-

current annular flow. Since this analysis is specific to

vertical upward co-current annular flow, a slightly dif-

ferent approach is taken in performing the force balance

along the axis of flow to consider the interfacial drag
force and surface tension force as well as the gravita-

tional force on the wave crest. An illustration of the

force balance on the wave crest used in this study is

given below in Fig. 8.

This study also considers the effects of the gas core

that is assumed to be composed of both vapor and

droplets. The effect of the vapor and droplets results in a

larger effective gas core density that impacts the drag
force on the wave crest due to entrained droplet colli-

sions into the wave crest. Nigmatulin et al. (1996) sug-

gested that droplet de-entrainment has a resultant effect

on droplet entrainment by momentum transfer to the

film. The effect of having momentum induced by droplet

collisions is partially accounted for by the use of an

equivalent gas core density to calculate the drag force on

the wave crest. The drag force is also calculated by the

assumption of an area-based drag coefficient, and the

subsequent calculation of the effective area normal to

the flow that the wave crest presents. The gravitational
force on the wave crest is calculated by an estimation of

the volume of the wave crest. The primary effects of the

surface tension force are postulated to occur when the

wave crest begins to deform prior to droplet breakup

from the crest, since, for a symmetric wave the surface

tension force on the wave crest cancels in the axial di-

rection. As the wave begins to deform, the surface ten-

sion force along the axis of the flow becomes greater
since a radius of curvature and the area over which the

surface tension force acts increases along the back side

of the wave.

A key assumption in the development of this droplet

entrainment model is that the maximum amount of

liquid that can be entrained from a wave crest occurs

when the vector sum of these force components equals

zero. This situation does not directly consider droplet
inertia effects, but simply calculates the maximum pos-

sible volume of liquid that can be entrained from a

wave. The force balance on the wave crest along the axis

of the flow is given by:

F
*

d þ F
*

g þ F
*

r ¼ 0 ð12Þ
By solving the force balance given in Eq. (12), a deter-

mination of the maximum amount of liquid that can be

entrained from a wave crest can be calculated for a given

set of fluid conditions, and can be compared to experi-

mental data so as to arrive at an expression for the av-

erage liquid droplet entrainment rate.

3.2.1. Wave crest drag force calculation

In performing a force balance on the wave crest, it is

necessary to calculate the effective area on which the

drag force imposes. The drag force is calculated by se-

lecting a drag coefficient, and using the relative velocity

between the wave crest and the gas core, along with the

average of the gas core and vapor densities to arrive at
an equivalent boundary layer density (qg;bl). The use of a

boundary layer density for the mixture impacting the

wave crest departs from the inviscid gas flow approxi-

mation and results in a more realistic estimation of the

drag force on the wave crest. The use of a mixture

density is substantiated by the measurements of Gill

et al. (1964) that show the variation in the local liquid

distribution across a tube in fully developed annular film
flow. The drag force is given as:

Fd ¼
1

2
qg;blCDAentr;wð�uug � cRÞ2 ð13Þ

Several assumptions must be made in order to perform

the calculation of the drag force on a wave crest. First, a

drag coefficient (CD) must be estimated for a given wave
geometry. A drag coefficient (based on frontal area) has

Fig. 7. Model for entrainment based on roll wave breakup used by Ishii

and Grolmes (1975) and Kataoka et al. (1983).

Fig. 8. Three-dimensional sine wave crest force balance for upward co-

current annular two-phase flow representing the forces on a ripple.
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been estimated using the results of the droplet size and

interfacial area analysis of Kataoka et al. (1983). The

mean gas velocity and mean liquid film velocities can be

calculated using the void fraction and liquid film pre-
dictions from a thermal hydraulic computer code, such

as COBRA-TF. The area on which the drag force acts is

more difficult to evaluate, but can be calculated by as-

suming that the wave takes a sinusoidal shape. The si-

nusoidal shape is assumed to be a three-dimensional

body (Fig. 6). The wave crest is assumed to be moving in

the axial direction at the real wave velocity given by Eq.

(3).
In their analysis, Kataoka et al. (1983) calculated a

Weber number for the volume median diameter of a

droplet based on the results of a range of experimental

data. They also related the drag coefficient on the

wave crest to the Weber number. In using their corre-

lation of various sets of experimental data, the drag

coefficient for the wave crest can be expressed in terms

of the film Reynolds number (Ref ), gas Reynolds num-
ber (Reg), and the gas and liquid densities (q) and vis-

cosities (l) as:

CD ¼ 286Re1=6f Re�2=3
g

qg

qf

 �1=3 lg

lf

 ��2=3

ð14Þ

A view of the sine wave that is used to model the ripples

observed in annular flow is shown in Fig. 9. The pa-

rameter, a, is the amplitude of the sine wave, ~aa is the

height of the wave crest that is sheared off, and kc is the

critical wavelength calculated in Eq. (10). The sine wave

for this model is assumed to be at the critical wave-
length, and b is the distance from the y-axis to the point

of the sine wave at height a� ~aa. This parameter will be

used to relate the various components of the force bal-

ance on the wave crest, and is solved by an iterative

solution.

An equation for the sine wave pictured in Fig. 9, is

given in terms of the amplitude (a) and the wavelength

(k), by:

y ¼ a sin
2px
k

 �
ð15Þ

Therefore, the effective drag area which is normal to the

flow (Aentr;w) is expressed in terms of the integral of Eq.

(15):

Aentr;w ¼
Z k=2�b

b
a sin

2px
k

 �
dx� ½a� ~aa� k

2


� 2b

�
ð16Þ

The height (a� ~aa) can be expressed in terms of the

geometric correlating parameter ‘‘b’’ (used to charac-

terize the ripple geometry) and the wavelength:

½a� ~aa� ¼ sin
2pb
k

 �
ð17Þ

By performing the integration in Eq. (16), evaluating

limits, and substituting the expression in Eq. (17), an

expression for the effective drag area is arrived at:

Aentr;w ¼ ak
2p

cos
2pb
k

 ��
� cos

2pfk=2� bg
k

 ��

� a sin
2pb
k

 �
k
2

�
� 2b

�
ð18Þ

The wave amplitude ‘‘a’’ is determined using the mod-

eling methodology employed by Ishii and Grolmes

(1975) which assumes that the motion of the wave crest

with respect to the liquid film can be expressed by a

shear flow model where the amplitude is quantified in

terms of the shear stress (si), the film velocity (vf ), and a

dimensionless parameter (Cw) which accounts for the

effect of the surface tension on the internal flow:

a ¼ Cwlf

vf
si

ð19Þ

As an approximation to the case of wave formation in

vertical annular flow, gravitational forces are neglected

since this analysis calculates the wave height, a, in the
radial direction (Ishii and Grolmes, 1975). For hori-

zontal flow analysis, gravitational effects on the wave

crest height are expected to be much greater. Since the

hydrodynamics inside of the wave crest can be described

in terms of the viscous and surface forces, Cw is a

function of these forces (Ishii and Grolmes, 1975).

Therefore, Cw will be assumed to be a function of the

viscosity number, Nl:

Cw ¼ CwðNlÞ ð20Þ

The viscosity number, Nl, was developed based on the

length scale of a Taylor instability analysis which gives

the maximum stable drop radius in a free stream. Slei-

cher (1972) showed that the viscosity number group
measures the viscous force induced by an internal flow

to the surface tension force based on the internal flow

induced by a natural vibration of a drop. Also, the in-

verse square of the viscosity number is known as the

Archimedes number that has been used to correlate

experimental data in the slug and bubbly flow regimes.

The viscosity number is given as:
Fig. 9. View facing the three-dimensional sine wave detailing the drag

area on the ripple wave crest.
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Nl ¼ lf

qfr
r

gDq

n o1=2
 � ð21Þ

The experimental value of Cw was correlated in terms of

the viscosity number by Ishii and Grolmes (1975) using

a variety of experimental data covering a range of geo-

metries, fluids, and flow conditions. The curve fit given

by Ishii and Grolmes (1975) for determining the value of
Cw is given in the following relation:

1

3Cw

¼ 11:78N 0:8
l for Nl 6

1

15

1

3Cw

¼ 1:35 for Nl >
1

15

ð22Þ

The shear force at the interface can be modeled by either

using a gas or liquid friction factor. In order to provide

closure on the calculation of the wave amplitude using

the shear flow model of Ishii and Grolmes (1975) given

in Eq. (19), the shear stress at the interface can be ex-

pressed in terms of the liquid interfacial friction factor

(fil) as:

si ¼ fil
qfv

2
f

2
ð23Þ

In solving for the amplitude in Eq. (19), the film velocity

term can be eliminated by the substitution of Eq. (23),

resulting in an expression for wave amplitude that is

dependent on fluid properties and interfacial shear as:

a ¼
ffiffiffi
2

p
Cwlf

ðqfsifilÞ
1=2

ð24Þ

An expression for the interfacial liquid film friction

factor has been developed by Ishii and Grolmes (1975)

for Ref > 1000, and is based on the film thickness given

by the work of Hughmark (1973):

ðfilÞ1=2 ¼ 0:735Re�0:19
f ð25Þ

Eq. (25) is substituted into Eq. (24) to eliminate the in-

terfacial friction factor term:

a ¼
ffiffiffi
2

p
Cwlf

fqfsig
1=2ð0:735Re�0:19

f Þ
ð26Þ

In order to complete the calculation of the drag force on

a wave crest, it is necessary to calculate the interfacial

shear to solve Eq. (26). The correlation of Whalley and

Hewitt (1978) has been selected for the calculation of the

interfacial shear, since it was developed based on a va-

riety of gases and liquids over a range of conditions

including steam–water. The interfacial shear stress is

expressed as:

si ¼
figqgcV

2
gc;sup

2
ð27Þ

The film interfacial film friction factor (fig) is based on

the superficial gas core mixture velocity (Vgc;sup) which is

given in terms of the vapor and entrained mass fluxes

(Gg and Ge, respectively):

Vgc;sup ¼
Gg

qg

þ Ge

qf

ð28Þ

The interfacial friction factor (fig) is correlated in terms

of the film thickness (m), the hydraulic diameter (DH),

the liquid and vapor densities, and the gas core Rey-

nolds number (Regc) as:

fig ¼ 0:079Re�1=4
gc 1

2
4 þ 24

qf

qg

 !1=3

m
DH

3
5 ð29Þ

The gas core Reynolds number used for this correlation

is defined as:

Regc ¼
ðGg þ GeÞDH

lg

ð30Þ

From the interfacial shear term, which is subsequently
used to calculate the wave amplitude ‘‘a’’, it can be seen

that overall system parameters such as superficial core

mixture velocity are used to calculate a very local in-

terfacial shear effect. An assumption of average effects

on the interface must be made to use mean flow rates.

Furthermore, most interfacial drag correlations, such as

the one used in this analysis, are based on larger-scale

parameters (i.e. flow rates, densities, viscosities) that can
be readily measured in an experimental environment.

Therefore, in an attempt to make this analysis plausible,

such extensions from a very local phenomenon to a

system parameter must be made, and the verification

that such assumptions are valid can be assessed by trend

analysis evaluation of the proposed model with experi-

mental data.

3.2.2. Wave crest gravitational force calculation

As part of the axial force balance on a wave crest in

vertical annular flow, it is necessary to calculate the

volume of the wave crest in order to account for the

gravitational force on the wave crest. The final form of

the expression for the volume of the wave crest should

be in terms of the correlating dimension, b, shown in

Fig. 9, such that an iterative solution of the force bal-
ance may be conveniently obtained.

It is convenient to assume the following form of the

wave equation thereby allowing for a volume integra-

tion to be performed about the y-axis, using the disc

method:

y ¼ a cos
2px
k

 �
ð31Þ

By utilizing the disc integration method over the limits

depicted in Fig. 9 and by substituting Eq. (17), the fol-

lowing expression for the wave crest volume is given in

terms of the correlating parameter ‘‘b’’:
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Ventr;w ¼ ak2

4p

"
� 2þ 2 sin

2pb
k

 �

þ 2 1

�
� sin2 2pb

k

 ��1=2

arccos sin
2pb
k

 �� �

� sin
2pb
k

 �
arccos sin

2pb
k

� � �� �2
#

ð32Þ

Using the calculated volume of the wave crest, the

gravitational force on the crest is calculated for upward

vertical flow, with the upward direction being defined as

the positive direction:

~FFg ¼ �qfVentr;wg ð33Þ

3.2.3. Wave crest surface tension force calculation

To calculate the surface tension force that acts to

maintain the wave crest geometry, and thereby resists

the entrainment of the wave crest, several assumptions

must be made to estimate the curvature and the effective
area such that the surface tension force component can

be evaluated. Since the wave crest easily deforms, some

simplifying geometrical assumptions are made:

1. The average curvature of the wave crest can be esti-

mated as the curvature at the peak of a sine wave

of amplitude ‘‘a’’ and wavelength ‘‘k’’ as depicted in

Fig. 10.
2. The area on which the surface tension force acts can

be calculated by assuming a circle with one-half the

diameter of the dimension (k=2� 2b) as depicted in

Figs. 8 and 10. The reasoning behind this assumption

is that as a wave deforms, the crest will be

‘‘stretched,’’ thereby making the area in which it

maintains contact with the rest of the wave to de-

crease. As a first approximation, it is assumed that
the radius of contact with the wave decreases by a

factor of two as the wave crest is stretched.

3. The surface tension force vector acts along the slope

of the sine wave depicted in Fig. 10, so as to resist de-

formation of the wave crest. The component of the

force along the axis of the flow can be determined us-
ing geometrical relations, and the derivative (slope) of

the sine function can be evaluated at a given point.

The point that is used in the estimation of the slope

is assumed to be that characterized by the base of

the wave crest as depicted in Fig. 10.

4. The surface tension force acts on the front of the

wave only, since as the wave crest deforms, the rear

of the wave flattens, resulting in a minimal surface
tension force along the axial direction of the flow.

Assuming that the wave geometry can be approximated

by the sketch in Fig. 10, and quantified by Eq. (15), the

curvature, K, for an arbitrary point on the wave is cal-

culated by operating on Eq. (15):

K ¼
� 4p2a

k2
sin 2px

k

� ���� ���
1þ 2p

k cos 2px
k

� �� �2� �3=2 ð34Þ

Since it is assumed for this analysis that the average

curvature of the wave crest (Kcrest;avg) is expressed by the

curvature at the peak of the sine wave (see Assumption

#1), Eq. (34) is evaluated at x ¼ k=4 for use in the sur-

face tension force calculation:

Kcrest;avg ¼
4p2a

k2
ð35Þ

Using Assumption #2 which states that the effective area

on which the surface tension acts is equal to the area
given by one-half the radius considered where x ¼ b on

the sine wave depicted in Figs. 9 and 10, the area ‘‘Ar’’

on which the surface tension force acts on is given by:

Ar ¼ p
k=4� b

2

 �2

ð36Þ

Using the relations arrived at for the area on which the

surface tension acts and the curvature, the surface ten-

sion force vector is expressed as:

F
*

r ¼ rKcrest;avgAr ð37Þ
The slope of the sine wave pictured in Figs. 9 and 10 is

determined by differentiating Eq. (15):

dy
dx

¼ 2pa
k

cos
2px
k

 �
ð38Þ

Since the slope of the sine wave is equal to the tangent of

angle h, the value of h at x ¼ b is given as:

h ¼ arctan
2pa
k

cos
2pb
k

 �� �
ð39ÞFig. 10. Assumptions of the geometry of the deforming wave for the

surface tension force calculation.
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The component of the surface tension force that acts on

the front of the wave crest, along the axis of the flow can

be expressed as:

Fr;axis ¼ �F
*

r cosðhÞ ð40Þ

Substituting Eqs. (35)–(37) and (39) into Eq. (40), gives

a simplified expression for the estimate of the surface

tension force that acts on the wave crest along the axial

direction:

Fr;axis ¼ � 4p3ar

k2

k=4� b
2

 �2


 cos arctan
2pa
k

cos
2pb
k

 �� � �
ð41Þ

3.2.4. Combined wave crest force balance

The combined force balance on the wave crest for the

maximum volume of entrained liquid is arrived at by

summing the effects of the drag, gravity, and surface
tension forces. Eqs. (13), (14), (18), (32), (33) and (41)

are substituted into Eq. (12) to arrive at the final ex-

pression for the wave crest force balance:

1

2
qg;blCD

ak
2p

cos
2pb
k

 ���
� cos

2pfk=2� bg
k

 ��

� a sin
2pb
k

 �
k
2

�
� 2b

��
ð�uug � cRÞ2 � qfg

ak2

4p



"
� 2þ 2 sin

2pb
k

 �
þ 2 1

�
� sin2 2pb

k

 ��1=2


 arccos sin
2pb
k

 �� �
� sin

2pb
k

 �


 arccos sin
2pb
k

� � �� �2
#
� 4p3ar

k2

k=4� b
2

 �2


 cos arctan
2pa
k

cos
2pb
k

 �� � �
¼ 0 ð42Þ

Eq. (42) can subsequently be iteratively solved for the

correlating dimension ‘‘b’’. The value of b is then sub-
stituted into Eq. (32) in order to determine the maxi-

mum volume of liquid that can be entrained from a

wave (Ventr;w). Knowing Ventr;w and the wavelength k, the
rest of the parameters in Eq. (1) may be solved for in

order to calculate the droplet entrainment rate. To fa-

cilitate the determination of the droplet entrainment

rate, a control volume of height k, depicted in Fig. 2, is

assumed. Note that in utilizing this proposed force
balance method, as the film thickness approaches zero,

both the drag coefficient given in Eq. (14) and the wave

amplitude in Eq. (26) approach zero, yielding a de-

creased entrained droplet volume as the film becomes

‘‘very thin’’.

The interfacial area of the control volume ‘‘Acv’’ is

given in terms of the continuous liquid volume fraction

al, the wavelength, and the wetted perimeter ‘‘Pw’’ as:

Acv ¼ Pwkð1� alÞ1=2 ð43Þ
The period of the entrainment phenomena in the control

volume sw;cv, which is related to the time scale by which

droplets are swept off the film surface, is estimated from

the time scale that the gas core passes over the liquid

film:

sw;cv ¼
k

�uugc � �uuf
ð44Þ

The number of waves on the interfacial area of the

control volume Nw;cv is estimated as:

Nw;cv ¼
Pw
k

ð45Þ

Substituting Eqs. (43)–(45) an expression for the en-

trainment rate is arrived at:

SE ¼ Ventr;wqfð�uugc � �uufÞ
k3f1� alg1=2

ð46Þ

Eq. (46) can be considered an estimate of the maximum

possible entrainment mass flux in upward co-current

annular flow. The next step in the model development is

to compare the predictions of Eq. (46) to a set of ex-

perimental data, so as to determine a means for modi-

fying Eq. (46) to predict an average, vice maximum,
entrainment mass flux.

4. Development of an expression for the average entrain-

ment rate

In order to determine the average droplet entrain-

ment rate, a comparison of the predictions of Eq. (46)
with that of the experimental data of Hewitt and Pulling

(1969) and Keeys et al. (1970) has been conducted. The

prediction of Eq. (46) reflects the maximum possible

droplet entrainment rate based on the ‘‘zero’’ force

balance assumption delineated in Section 3.2 (Eq. (12)),

therefore it must be corrected to calculated the average

droplet entrainment rate. The 42 data points that were

selected for this portion of the model development were
taken at various fluid conditions covering a range of

pressures 0.239 MPa (34.7 psia) to 6.90 MPa (1000 psia).

Since such parameters have generally not been mea-

sured in fundamental steam–water entrainment tests, the

COBRA-TF thermal hydraulic code (Thurgood et al.,

1983) was utilized to estimate such conditions as film

thickness, film velocity, entrained flow rate, droplet en-

trainment rate, and void fraction. Since these results
were anticipated to possibly be in error due to defi-

ciencies in the entrainment and drag models, the code

output was then corrected, utilizing a spreadsheet, to
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better-reflect the subchannel parameters corresponding

to the experimentally measured entrained mass flow rate

by means of a ratio of code-predicted to experimentally

measured entrained mass flow rate. One must note that
inherent errors within the various code models could

become lumped into the results of these analyses, but,

since such detailed subchannel data are not readily

available, a forthright attempt was made to estimate

these parameters. For example, an error in the code de-

entrainment model which was developed by Thurgood

et al. (1983) and based on the findings of Whalley (1977)

could be reflected in the reduced subchannel data ob-
tained from the computer code. The test of the validity

of this recursive method of data reduction for model

development is conducted in Section 5 by comparing the

results of the corrected model to independent sets of

experimental data over a wider range of conditions than

those used in the model development.

With the corrected calculational subchannel data, a

Microsoft Excel Spreadsheet was then used to solve for
the maximum postulated entrainment rate (Eq. (46)) for

the cases examined. The calculated maximum droplet

entrainment rate (mass flux) for the Hewitt and Pulling

(1969) and Keeys et al. (1970) experimental data are

presented in Fig. 11. The results are presented as a ratio
of the corrected experimental entrainment rate divided

by the droplet entrainment rate predicted by this phys-

ical model, plotted as a function of the film Reynolds

number.

The results of the model predictions plotted in Fig. 11

fall around the value of 0.005 for a large portion of the

data which is consistent with the experimental analysis

of Kataoka et al. (1983) which showed that the ratio of
mean droplet volume to the maximum droplet volume is

approximately equal to 0.0043. Assuming that the

droplet entrainment rate is related to the maximum and

average sizes of entrained droplets, this ‘‘order of mag-

nitude’’ evaluation confirms the underlying combination

of time scales and length scales in the proposed model

when the ratio of average experimental entrainment rate

to the maximum possible entrainment rate (Eq. (46)) are
compared. An explanation for the data ‘‘tailing off’’ at

Fig. 11. Experimental/model predicted entrainment rate versus film Reynolds number for the Hewitt and Pulling (1969) 0.239 and 0.308 MPa (34.7

and 44.7 psia) data and the Keeys et al. (1970) 3.45 and 6.90 MPa (500 and 1000 psia) data.

Fig. 12. Pressure-corrected plot of experimental/model predicted entrainment rate versus film Reynolds number.
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film Reynolds numbers less than 3000 is that the shear

flow model used for determining the wave amplitude is

based on turbulent flow. It also appears from the plot of

the data in Fig. 11 that there are some pressure effects
not fully taken into account in the submodels employed

in this analysis.

By introducing a pressure correction factor, and re-

plotting the data as a function of film Reynolds number,

a usable correlation is obtained as given in Fig. 12. The

means of correction of pressure effects that are used in

this analysis are the ratio of the fluid density to the

vapor density, and the viscosity number given by Eq.
(13). The empirical density ratio and viscosity number

corrections to the correlation account for pressure-re-

lated phenomena that have an impact on the interfacial

drag and viscosity effects, while the Reynolds number

correction accounts for the use of an inviscid stability

analysis as well as other related closure model deficien-

cies.

The pressure-corrected form of Eq. (46) for calcu-
lating the entrainment rate can now be given as:

SE ¼ 0:0311Re1:67film

qf

qg

 !7=8

N 3
l

Ventr;wqfð�uugc � �uufÞ
k3f1� alg1=2

ð47Þ

A linear numerical transition can also be applied to

account for flow transition effects at low film Reynolds

numbers (<3000) that may not be modeled by the use of

a turbulent shear model for the wave amplitude in the
wave crest force balance calculation. Such a factor

would serve as a multiplier on the entrainment model to

‘‘ramp’’ the predicted entrainment rate value from zero

at a low Reynolds number limit (i.e. 1000), and up to

100% of the value predicted by Eq. (47) at a Reynolds

number of 3000. This entrainment rate model given in

Eq. (47) can subsequently be implemented into a two-

phase systems analysis computer code, such as COBRA-
TF, and then used for the calculation of the entrainment

rate in co-current vertical annular flow.

5. Comparison of the proposed model with independent

test data

The droplet entrainment rate model that has been

developed was primarily based on a physical derivation,

along with the use of 42 data points from the Hewitt and

Pulling (1969) and Keeys et al. (1970) entrainment

experiments. In order to provide an independent eval-

uation of the proposed physical model, the model

Table 1

Range of experimental conditions for the evaluation of the annular flow entrainment model

Data source No. of

data points

Pressure

(MPa)

Film Reynolds

number

Gas Reynolds

number

Test section

inner diameter

(mm)

Test section

length (m)

L=D

Hewitt and Pulling (1969) 51 0.239–0.446 1600–6800 46,000–150,000 9.30 1.83, 3.66 197, 393

Keeys et al. (1970) 18 3.45–6.90 12,000–48,000 240,000–620,000 12.6 3.66 290

Singh (1967) 25 6.90–8.28 3800–42,000 110,000–450,000 12.5 �2.4 195

Wurtz (1978) 60 3.04–9.13 11,000–57,000 84,000–660,000 10.0 9.0 898

Fig. 13. Measured vs. predicted entrained flow rates for the Hewitt and Pulling data using the present annular flow entrainment model.
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predictions have been compared with independent ex-

perimental data. This evaluation of the model has been

conducted utilizing the COBRA-TF thermal hydraulic

systems analysis computer code upgraded with the pro-

posed annular flow entrainment model. Annular flow
entrainment data were selected based on having a su-

perficial vapor velocity at least 50% above the critical

superficial vapor velocity for droplet entrainment as

given by Ishii and Grolmes (1975). This means of se-

lecting data for comparison ensures an annular flow

regime with dispersed droplet flow, and is consistent

with the means in which Lopez de Bertodano et al.

(1994) developed their correlation for the amount of
entrained liquid. Code input models were constructed of

the various test facilities, and each specific entrainment

test that was modeled was run until a steady state ex-

isted, such that comparisons on the entrained mass flow

rate exiting the test section, and test section pressure

drop could be performed.

A summary of the range of conditions for the data for

which the physical entrainment model was compared to
is given in Table 1. All experimental data for compari-

son were chosen from steam–water tests since the pri-

mary intent for the use of this model is to predict

entrainment in steam–water systems such as nuclear

reactor cores. As can be seen in Table 1, an overlapping

range of data is available. The data for comparison

range in pressures from 0.239 to 9.13 MPa (34.7 to 1323

psia), film Reynolds numbers from 1600 to 57,000, gas
Reynolds numbers from 46,000 to 660,000, test section

diameters from 9.30 to 12.6 mm (0.366–0.497 in.), and

L=D ratios varying from 195 to 898. This range of data

used for comparison extends beyond the original data

sets used for the model development, and provides

a reasonable means of evaluation for the pressure-

corrected film Reynolds number curve fit since the Singh

(1967) data test the low film Reynolds number entrain-

ment at high pressure, where the low film Reynolds

number portion of the curve was based on the low

pressure data from Hewitt and Pulling (1969). It also

should be noted that in addition to entrainment/film

flow data, the Singh (1967) and Wurtz (1978) data sets
provide pressure drop data for comparison as well.

A plot of the measured versus predicted entrained

flow rates for the Hewitt and Pulling data set is given in

Fig. 13, while a plot of the measured versus predicted

entrained mass flow rate for the Keeys et al., Singh, and

Wurtz data sets is given in Fig. 14. It can readily be seen

that over a large range of entrained mass flow rates, a

satisfactory prediction of the entrained flow rate is made
using the proposed model.

Fig. 14. Measured vs. predicted entrained flow rates for the Keeys et al., Singh, and Wurtz data using the present annular flow entrainment model.

Table 2

Summary of the comparison of the calculational results of entrained

mass flow rate exiting the test section with the experimental data

Data set Average error

(proposed model)

(%)

Average error

(original

COBRA-TF

model) (%)

Hewitt and Pulling (1969) 6.80 39.6

Keeys et al. (1970) 3.76 3.63

Singh (1967) 14.1 18.7

Wurtz (1978) 10.9 15.4

Table 3

Summary of the comparison of the calculational results of the test

section pressure drop with experimental data

Data set Average error

(proposed model) (%)

Average error (original

COBRA-TF model) (%)

Singh (1967) 35.8 176

Wurtz (1978) 23.7 134
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The results of this analysis which are summarized in

Table 2 indicate a significant improvement in the ability

to predict annular film flow entrainment experimen-

tal data as compared to the predictions obtained from
the original COBRA-TF annular entrainment model

(Thurgood et al., 1983) which is based on an empirical

polynomial fit to the Wurtz (1978) data.

Table 2 clearly demonstrates the significant im-

provement in the prediction of droplet entrainment in

upward co-current annular flow using the proposed

model as compared to the original annular film en-

trainment model (Thurgood et al., 1983) contained in
the COBRA-TF thermal hydraulic systems analysis

computer code. The average error for all of the data

points was �9% for the physical model proposed in this

paper, while the original annular entrainment model had

an average error of �23% for all of the data points.

From Table 2, it can be seen that that major improve-

ment in the predictive capability of the droplet en-

trainment has been realized at the lower pressures,
where the original COBRA-TF annular film droplet

entrainment model performed poorly.

To further substantiate these findings, a comparison

of the code predicted pressure drop is compared to the

experimentally measured pressure drop data for the

Singh (1967) and Wurtz (1978) experiments as given in

Table 3. When viewing Table 3, one must note that the

original COBRA-TF interfacial shear model (Thurgood
et al., 1983) is based on air–water data (Wallis, 1969),

and the interfacial shear model used for the proposed

physical entrainment model is based on steam–water

data (Whalley and Hewitt, 1978).

From Table 3 and Fig. 15, it is clearly seen that the

entrainment and interfacial shear model proposed in

the present study performs considerably better than the

original COBRA-TF models, with roughly a factor of

five reduction in the average and RMS errors. Since

droplet entrainment in annular two-phase flow is

strongly dependent on the interfacial shear (Hewitt and
Hall-Taylor, 1970; Paik et al., 1985), it appears that the

original COBRA-TF model was calculating the annular

flow entrainment based on an incorrect value of the

interfacial shear. The proposed physical model for en-

trainment also indicates a significant improvement in

the pressure drop calculation that is indicative that the

interfacial shear force has been more physically mod-

eled.

6. Conclusions

An upward co-current annular flow entrainment

model based on a stability analysis and a fundamental
force balance has been developed in this paper and

verified over a range of experimental entrainment and

pressure drop data for steam–water flows. Key as-

sumptions had to be made in order to develop this

fundamental model, such as the wave crest force balance

corresponding to a maximum possible entrained vol-

ume, and the extension of the inviscid flow stability

calculation to turbulent situations. Though these as-
sumptions are significant, verification against indepen-

dent test data demonstrates that this proposed model

satisfactorily predicts the entrainment rate over a wide

range of conditions. From this analysis, it appears that a

significant improvement in the capability of predicting

annular flow entrainment and pressure drop can be

achieved when a more physically based entrainment

model is implemented in a thermal hydraulic sys-
tems analysis computer code such as COBRA-TF. The

Fig. 15. Measured vs. predicted axial pressure gradients for the Singh and Wurtz data comparing the original COBRA-TF and present annular flow

entrainment models.
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success in the development of an improved model for

such a complex phenomenon such as droplet entrain-

ment in annular two-phase flow serves as a starting

point for model refinement and the development of a
physical model for droplet entrainment from a bubbling

pool, froth region, or quench region as is characteristic

of the quench front phenomenon observed and modeled

in the water reactor reflood transient. The other key

result for this model is that it was developed utilizing

parameters that can be readily obtained from subchan-

nel analysis, thereby making this model amenable to

implementation into a transient two-phase fluid flow
and heat transfer computer code.
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